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## 1. Introduction

For this analysis, we will be using the mtcars dataset containing different data points concerning certain qualities of different vehicles from different manufacturers. The results of this analysis can be used to gauge the impact that certain modifications to the different aspects of these cars may have on the fuel efficiency of the vehicles. Example data points would be final drive gear ratios, number of cylinders, weight, or horsepower. For this analysis, a regression model will be built using interaction terms and qualitative variables that will attempt to explain the impact that relationships between variables may have on the response variable (MPG).

## 2. Data Preparation

For this data set, we will be taking a closer look at the weight (wt), horsepower (hp), the rear axle ratio (drat), and the number of cylinders (cyl). In combination with those data points, we will use the interaction terms weight to horsepower (wt:hp), weight to rear axle ratio (wt:drat), and weight to horsepower (wt:hp). There are 33 rows and 12 columns in the source data, although the first row contains header values that only name the columns, making the row count 32 in practice.

## 3. Model with Interaction Term

### Correlation Analysis

Using analysis techniques, we can calculate the Pearson correlation coefficients between the variables as follows:

1. The correlation coefficient between MPG and weight is -0.867659376517228 which indicates that MPG and weight have a very strong negative correlation.
2. The correlation coefficient between MPG and horsepower is -0.776168371826586 which indicates that MPG and horsepower have a strong negative correlation.
3. The correlation coefficient between MPG and rear axle ratio is -0.681171907806749 which indicates that MPG and rear axle ratio have a strong negative correlation.

As can be seen in these results, each of the variables has at *least* a strong negative correlation with fuel efficiency.

### Reporting Results

Beginning with a basic analysis of the data and variables in question, we can represent the regression model and include the variables in their general form, in the following manner:

Once we run the summary analysis function using the R interpreter, we can build the real model which appears as:

With the summary analysis function, we also receive an ![R-Squared](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAjCAYAAAAE5VPXAAAEHklEQVRYCe2YT2gcVRzHvyvqCKvEBVeFsERUrBDDIgRtjSSuxSQk6ZpYND10TgGpSCrGg7L3HqaHnirNKZeF1pUVhtbEmnZJ0loTAo0sTSlKVJoEXItMUaNMTl+Z3TfzZiabzWzzp7vgXub3m/fv8977vd/7zoZIEnX6e6BOuYvY/8Pfr92rwZVfx+rMSQy88DgeCYUQCj2KJw+o+HxmFev+VbIObC39CrrKKECloZFNTY1sUGAlFAJRqnrBgwqPd78dc5If7OukNr1C02ZZu8WxgWhpAsoAzxl2AVlb8OOfciTnYEtKa1IRa/UjHM7J17UFL7k2WLpqwceYmpVFNXhg/afS5Uf68MbL0q8T+DnMTwPxzz7EW4qEr4uwMawM1Kox7zsOgeHzJ5pFyrJTV5lnOMqm5jf5vnaBNwzfSDJUq7PMHIcbW6n5yS1NVk1Pa79eZqpVkZNoO82fRQemscqFzAj3R8Wkwi0cmfTm5WrGKtUtUB/q5Ynra2WbVgVv9WBmBx34uLa4oVPzx9NM2BeLkmT6nvlN5k8drbgAVcMb6aSA96YtOQuTuip3p9wEZd3NLAu8n8d8N6q/dtXZ5of5q6XjHunHwf2uk++YCp5/6UXHyy8uOXYw4x8snDyCM8+O4szbT3mbrK/im+Of4Iu7pdcPeku38uaQ00stlb6DaNuk+t9/Gk6J8vBDjr218TsuHe/AoTEDTz/xKp75yNvi3z9u46/Oc/gtIt77t6Kiv6gxXhRJYDLtEhmeRovU4nYmUjjgFiOeen7H4PiQ0DBijJIgs/uyngpVXWaxqmJ+eTQh4j3OMme1SFPIDjJiD/5cirNyLD/ttv0q4A2mk2IVYim6JIYDUbiaYqudacKv8VSZ3OxU3gEjOLypUxVgjw1NuCTrHd5euEDtaAvDYsXDLceY/WkXl1xMPDh8bliEg8KGRvdHgtiNcAuTH2v8ct6lxXdgdSt1ERh+NhUT8Z6kPKs5Dhd1Noi4xo1XVqWht18WMM/fxJXxlVJ+SvSgw05VaMOhI8LJn8X4TW9q220vGPzKd7iYL6HEDsQRc6gUtHf1oaRS8zi7x/SB4O/OTGCqCBxBv+9aVboP4z2hsfPnp/GLM7HdNwLAr+PK5LeCpBMd/mtV6cZhm/7aV7gkomv30YEA8NeQ+1r8Y5JI4BX3l0yRUEF7T48InSlkJvaOfmv4uRyEnEG8+3VXvMu1jXS9gy7hTmUmsFf4W8Jfv5gRMDH0tjdLYrcV6cW7SZs+jfN7FfgVs62hU7XzOFTqFSpLnQ9GBrO852+QCmP4iza5pEwaS5epdbpVXpRq5hbvlP8iI5dHmbAFGRTuGxrj90uGlBH+kXfA3whvZjnoQLjlqLTVsluwzNGErOPI2WSam4nn7fKHrA7c4VtP9n8qrCZeDFn+twAAAABJRU5ErkJggg==) value of 0.8907 and an ![Adjusted R-Squared](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAApCAYAAABDV7v1AAAFFElEQVRYCe1YX2hbZRT/VbZdIcqW6RUhhMIK9iG4oCvStVaNHWWsElYfLCsGH+JD81DUiiAB26c+5GVTrBCF5SUD19pCZGutZVG32dXBWsmstBPrpK2Q9SGZLIUbEH5y/+YmuUk6lzQdeF/u+b57vnN+99zv/M75bgNJ4iG4HnkIMCoQ/wda7S+1KyK6tTKOwNGn8FhDAxoaHsWBZzrx/vgKtsxvKydTPS8pEWKLAMImsrGxkaINcnITENgSSlDSwKGeIMlVjnqa6R9bZkYHIq3zh2ALBQVsE4dvqA/qC3TlUw6GV3WIpvsqR9vVyHrCa8p8fYGaoBWKSyG3sgW80ZTyaFckkzln8uV2dLXZlak9+Q92yyiNn+cSsPti6DukYSoM+a4YL4XoFn2MJXNoyuxRiRO9OlWUvgv7HWxs9XIoco23jdTNObh/aZVhj4M+M0q5HylvSGLqlwh7xBxQe2DW4LbM5jIvjb7BZpkHAQqOboYTOvOVt2z9VGIi1E3/xLrhQ9erAFRVS4y4DBL2xYqBZGYDFBXeA9EU5Hyxiu6v7D0ZG+Sb4RzJm5W3BXQ+6NSAeqmxhdkGySWG3HrUBVq9TMGComEy1s+Tp61BysrboKd1JObX1dTznMDLKlsU0IMLzYf1qSxu3vpdH2zjnsXGZAD9fwRw/r3DEPJWbGHx47dxZgGoTE/py5j+Xl3tPv4inHmG9EEa9/7WZWDv3spmVe0sbn7uxbF3rmPf09+g+ZOcDVn6524Sfz35IW68K2dAhUuK+bS662RwvoSyFKNPSyggV59LaBvTS6f1mq5vm+K7O7Sk6FcEGh+wq/tT8NEij0hKTIyo5U7JfG+UJvozQD2oUAHoPINO7S29UapV1+xS4m/RHiPjBYc/j6TNmg8qlwcqVwiNdlrO3DJ8SakNLl+LcLDDoW0LgY7uEK/WIpSa17JA18IejZZsFBtF2nSu1O6Co4Onhj5jfLkqJckIhJVQBmiKUa/22Z1BGnm0FqZHB+qLFVUQKyfVmCsN1JTJ9oG4yVeuqUXJBDOpV0ksTfhzcVzMqrzW8cJzJoI7hFe8bnWcHcfkjKZk0qiFWBLoT/EY0opHD04UlCNXdx9UqFlc/PYKdgJqCaC/4sqUVjZdx3C0sBy5utGnBTV9/gLmahHCApvWQNd/xExC1bS/2gqjjBuLXeg82aSO0ucQ+854UDPBEmj68jTU8i7gtc52S+dHjvdqdT+NczuBtDgpU/yyR6jQ1smrTFXLHuDsf+xBc/4zXB7rZ6toU3zbnh3kdETtM+QjczE9maoR3CGqLUHOnFnK9amge6R0L2leYyknr3K4zUaIXQxdus0MJa6P9VIU5IC5KfclJqAZbi6O0d+sRxOE0MKRuQ2mSkUrPkC7Ua1Edg1f4OLmfVYpKcFQi0AUHOYoTbBXtq0VGxVoYoQuw2Fxq6W/VXE04hywF+s7S/aDhRZSnPKLBET6pwpanlSUXvkc5p9SFpkiWmik9mNpPsgmGYxVa6h9Lf1PSR2BSoz55G1mZ6AoEyXOBuQ+2EPt15N5j9Y+gvke9G3Ty4mCHJASI2p7aUpmSx61JM6qT97DXaVG78Me84nuztcIfjCOJABn90twbW0pP3TrCPRxHFBOtDOYnNxAFlv4Mz6Kj756Am+9fhB3ALQ9fxCRoS+wKjcT+Z9jZ0fJ2UEe2S/vUxvF1n5GFtQjwtrZLgqw0XXqLBc0tmuQoVX9q9bA4L/BfDbFUD8kwQAAAABJRU5ErkJggg==) value of 0.8697 which both indicated a good “fit” for the chosen variables in the model, and the theory explains 89% of the variance in the dependent variable with this combination of independent variables. The adjusted value has a small difference but wouldn’t necessarily be enough to indicate that one of our variables or interaction terms is not a good fit. The coefficient for horsepower comes out to be (-0.16480 + 0.04069x1) and when we substitute a car with a weight of 3.50, we get -0.022385, meaning that for every unit increase in horsepower, fuel efficiency decreases by about 0.02 miles per gallon. The coefficient for real axle ratio (drat) comes out to be (-5.44987 + 1.70650x1) and when substituting in a car of weight 3.50 we get 0.52288, which means that for every unit increase in real axle ratio, we see an MPG increase of about 0.52. When using a general plot function and comparing a scatter plot of residual values vs fitted values and a normal quantile-quantile plot we can see a mostly very randomized scatter plot and a QQ plot where values follow the linear model fairly tightly all the way through. This would hint at strong normality in the residual values, and also confirms homoscedasticity.

### Evaluating Model Significance

When critiquing the model and trying to determine if the model has significance at a 5% level, we carry out an overall F-test and identify the null and alternative hypotheses and state them in the following manner:

With the P-value returned of 1.092e-11, which is significantly lower than the significance of 0.05, we can confidently reject the null hypotheses in favor of the alternative hypotheses; a statistically significant relationship exists between one of the predictor variables and MPG. To determine which individual variables are significant in this model at a 5% level we perform an individual beta test on each variable and compare them to the null and alternative hypotheses as follows:

The P-values for the variables are shown to be 0.02624 for weight, 0.00146 for horsepower, 0.25886 for axle ratio, 0.24447 for weight to axle ratio, and 0.00595 for weight to horsepower. The P-values for axle ratio and weight to axle ratio are above the significance level of 0.05 and so cause us to reject the favor of the null hypothesis and reject those variables as *not* statistically significant relationships to fuel efficiency. All other variables pass the test and fit our model well.

### Making Predictions Using the Model

When using the model to make predictions, we can test and substitute values for a car that has 2.965 weight, 210 horsepower, and 2.91 rear axle ratio. When we do this test, we are returned an estimated MPG of ~17.45198. The 95% prediction interval for the MPG for this car is [13.2984,21.6056], meaning 95% of predicted values should fall within that range, and the 95% confidence interval is [15.5853, 19.3186], meaning that 95% of our current population should fall within that range.

## 4. Model with Interaction Term and Qualitative Predictor

### Reporting Results

To analyze the data set using an interaction term between weight and horsepower still, but now including the number of cylinders as a qualitative predictor, we can represent the general form of the regression model as follows:

Once we run the summary analysis function using the R interpreter, we can build the real model as follows:

Also using the summary analysis function, we receive an ![R-Squared](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAjCAYAAAAE5VPXAAAEHklEQVRYCe2YT2gcVRzHvyvqCKvEBVeFsERUrBDDIgRtjSSuxSQk6ZpYND10TgGpSCrGg7L3HqaHnirNKZeF1pUVhtbEmnZJ0loTAo0sTSlKVJoEXItMUaNMTl+Z3TfzZiabzWzzp7vgXub3m/fv8977vd/7zoZIEnX6e6BOuYvY/8Pfr92rwZVfx+rMSQy88DgeCYUQCj2KJw+o+HxmFev+VbIObC39CrrKKECloZFNTY1sUGAlFAJRqnrBgwqPd78dc5If7OukNr1C02ZZu8WxgWhpAsoAzxl2AVlb8OOfciTnYEtKa1IRa/UjHM7J17UFL7k2WLpqwceYmpVFNXhg/afS5Uf68MbL0q8T+DnMTwPxzz7EW4qEr4uwMawM1Kox7zsOgeHzJ5pFyrJTV5lnOMqm5jf5vnaBNwzfSDJUq7PMHIcbW6n5yS1NVk1Pa79eZqpVkZNoO82fRQemscqFzAj3R8Wkwi0cmfTm5WrGKtUtUB/q5Ynra2WbVgVv9WBmBx34uLa4oVPzx9NM2BeLkmT6nvlN5k8drbgAVcMb6aSA96YtOQuTuip3p9wEZd3NLAu8n8d8N6q/dtXZ5of5q6XjHunHwf2uk++YCp5/6UXHyy8uOXYw4x8snDyCM8+O4szbT3mbrK/im+Of4Iu7pdcPeku38uaQ00stlb6DaNuk+t9/Gk6J8vBDjr218TsuHe/AoTEDTz/xKp75yNvi3z9u46/Oc/gtIt77t6Kiv6gxXhRJYDLtEhmeRovU4nYmUjjgFiOeen7H4PiQ0DBijJIgs/uyngpVXWaxqmJ+eTQh4j3OMme1SFPIDjJiD/5cirNyLD/ttv0q4A2mk2IVYim6JIYDUbiaYqudacKv8VSZ3OxU3gEjOLypUxVgjw1NuCTrHd5euEDtaAvDYsXDLceY/WkXl1xMPDh8bliEg8KGRvdHgtiNcAuTH2v8ct6lxXdgdSt1ERh+NhUT8Z6kPKs5Dhd1Noi4xo1XVqWht18WMM/fxJXxlVJ+SvSgw05VaMOhI8LJn8X4TW9q220vGPzKd7iYL6HEDsQRc6gUtHf1oaRS8zi7x/SB4O/OTGCqCBxBv+9aVboP4z2hsfPnp/GLM7HdNwLAr+PK5LeCpBMd/mtV6cZhm/7aV7gkomv30YEA8NeQ+1r8Y5JI4BX3l0yRUEF7T48InSlkJvaOfmv4uRyEnEG8+3VXvMu1jXS9gy7hTmUmsFf4W8Jfv5gRMDH0tjdLYrcV6cW7SZs+jfN7FfgVs62hU7XzOFTqFSpLnQ9GBrO852+QCmP4iza5pEwaS5epdbpVXpRq5hbvlP8iI5dHmbAFGRTuGxrj90uGlBH+kXfA3whvZjnoQLjlqLTVsluwzNGErOPI2WSam4nn7fKHrA7c4VtP9n8qrCZeDFn+twAAAABJRU5ErkJggg==) value of 0.8869 and an ![Adjusted R-Squared](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAApCAYAAABDV7v1AAAFFElEQVRYCe1YX2hbZRT/VbZdIcqW6RUhhMIK9iG4oCvStVaNHWWsElYfLCsGH+JD81DUiiAB26c+5GVTrBCF5SUD19pCZGutZVG32dXBWsmstBPrpK2Q9SGZLIUbEH5y/+YmuUk6lzQdeF/u+b57vnN+99zv/M75bgNJ4iG4HnkIMCoQ/wda7S+1KyK6tTKOwNGn8FhDAxoaHsWBZzrx/vgKtsxvKydTPS8pEWKLAMImsrGxkaINcnITENgSSlDSwKGeIMlVjnqa6R9bZkYHIq3zh2ALBQVsE4dvqA/qC3TlUw6GV3WIpvsqR9vVyHrCa8p8fYGaoBWKSyG3sgW80ZTyaFckkzln8uV2dLXZlak9+Q92yyiNn+cSsPti6DukYSoM+a4YL4XoFn2MJXNoyuxRiRO9OlWUvgv7HWxs9XIoco23jdTNObh/aZVhj4M+M0q5HylvSGLqlwh7xBxQe2DW4LbM5jIvjb7BZpkHAQqOboYTOvOVt2z9VGIi1E3/xLrhQ9erAFRVS4y4DBL2xYqBZGYDFBXeA9EU5Hyxiu6v7D0ZG+Sb4RzJm5W3BXQ+6NSAeqmxhdkGySWG3HrUBVq9TMGComEy1s+Tp61BysrboKd1JObX1dTznMDLKlsU0IMLzYf1qSxu3vpdH2zjnsXGZAD9fwRw/r3DEPJWbGHx47dxZgGoTE/py5j+Xl3tPv4inHmG9EEa9/7WZWDv3spmVe0sbn7uxbF3rmPf09+g+ZOcDVn6524Sfz35IW68K2dAhUuK+bS662RwvoSyFKNPSyggV59LaBvTS6f1mq5vm+K7O7Sk6FcEGh+wq/tT8NEij0hKTIyo5U7JfG+UJvozQD2oUAHoPINO7S29UapV1+xS4m/RHiPjBYc/j6TNmg8qlwcqVwiNdlrO3DJ8SakNLl+LcLDDoW0LgY7uEK/WIpSa17JA18IejZZsFBtF2nSu1O6Co4Onhj5jfLkqJckIhJVQBmiKUa/22Z1BGnm0FqZHB+qLFVUQKyfVmCsN1JTJ9oG4yVeuqUXJBDOpV0ksTfhzcVzMqrzW8cJzJoI7hFe8bnWcHcfkjKZk0qiFWBLoT/EY0opHD04UlCNXdx9UqFlc/PYKdgJqCaC/4sqUVjZdx3C0sBy5utGnBTV9/gLmahHCApvWQNd/xExC1bS/2gqjjBuLXeg82aSO0ucQ+854UDPBEmj68jTU8i7gtc52S+dHjvdqdT+NczuBtDgpU/yyR6jQ1smrTFXLHuDsf+xBc/4zXB7rZ6toU3zbnh3kdETtM+QjczE9maoR3CGqLUHOnFnK9amge6R0L2leYyknr3K4zUaIXQxdus0MJa6P9VIU5IC5KfclJqAZbi6O0d+sRxOE0MKRuQ2mSkUrPkC7Ua1Edg1f4OLmfVYpKcFQi0AUHOYoTbBXtq0VGxVoYoQuw2Fxq6W/VXE04hywF+s7S/aDhRZSnPKLBET6pwpanlSUXvkc5p9SFpkiWmik9mNpPsgmGYxVa6h9Lf1PSR2BSoz55G1mZ6AoEyXOBuQ+2EPt15N5j9Y+gvke9G3Ty4mCHJASI2p7aUpmSx61JM6qT97DXaVG78Me84nuztcIfjCOJABn90twbW0pP3TrCPRxHFBOtDOYnNxAFlv4Mz6Kj756Am+9fhB3ALQ9fxCRoS+wKjcT+Z9jZ0fJ2UEe2S/vUxvF1n5GFtQjwtrZLgqw0XXqLBc0tmuQoVX9q9bA4L/BfDbFUD8kwQAAAABJRU5ErkJggg==) of 0.8702 which both indicate a good “fit” for the chosen variables in the model and the theory explains about 88-89% of the variance in the dependent variable with this combination of independent variables. The adjusted value is slightly smaller but not alarmingly so. Examining the residual vs fitted value scatterplot and QQ plot created below, it would appear that the data *is* homoscedastic, *and* its normality holds. The residual vs fitted values plot has no clear groupings (although a slight right skew exists) and the QQ plot values do not deviate from the regression line a great deal.

### Evaluating Model Significance

When evaluating the significance model and looking at the results from the previous summary analysis function we can see that the model has a P-value of 2.156e-12 which is much lower than the 5% significance threshold. When comparing the null and alternative hypotheses (which should look the same as model 1), we can reject the null hypothesis in favor of the alternative and say that a significant relationship exists between at least one predictor variable and fuel efficiency. To determine which variables are significant we will perform individual beta tests and receive the following results: the P value for weight is 2.93e-05, for horsepower, it is 0.00114, for cylinders it is 0.47887, and for weight to horsepower it is 0.00322. When we compare these values to our null and alternative hypotheses, we can safely include all values *except* for cylinders, which fails the beta test causing us to reject cylinders as a statistically significant variable in this model.

### Making Predictions Using the Model

When using the second model to make predictions, we can test and substitute values just as before, for a car that has the same weight and horsepower, but with 6 cylinders instead. When we perform this substitution into our model, we can predict with 95% accuracy that the MPG will be ~18.0084. The 95% prediction interval for the MPG for this car is [13.9283, 22.0885], meaning 95% of predicted values will fall within that range. The 95% confidence interval is [16.2864, 19.7304], meaning that 95% of our current population should fall within that range. Prediction intervals are usually wider due to the uncertainty of the predictive nature of a regression model. The confidence interval can be somewhat considered to be the measurement wherein 95% of sample means fall within, whereas the prediction interval is the range that the model “predicts” 95% of new observations will fall between.

## 5. Conclusion

It is very difficult for me to say at this stage which model I would recommend over the other. On the one hand, the ![R-Squared](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAjCAYAAAAE5VPXAAAEHklEQVRYCe2YT2gcVRzHvyvqCKvEBVeFsERUrBDDIgRtjSSuxSQk6ZpYND10TgGpSCrGg7L3HqaHnirNKZeF1pUVhtbEmnZJ0loTAo0sTSlKVJoEXItMUaNMTl+Z3TfzZiabzWzzp7vgXub3m/fv8977vd/7zoZIEnX6e6BOuYvY/8Pfr92rwZVfx+rMSQy88DgeCYUQCj2KJw+o+HxmFev+VbIObC39CrrKKECloZFNTY1sUGAlFAJRqnrBgwqPd78dc5If7OukNr1C02ZZu8WxgWhpAsoAzxl2AVlb8OOfciTnYEtKa1IRa/UjHM7J17UFL7k2WLpqwceYmpVFNXhg/afS5Uf68MbL0q8T+DnMTwPxzz7EW4qEr4uwMawM1Kox7zsOgeHzJ5pFyrJTV5lnOMqm5jf5vnaBNwzfSDJUq7PMHIcbW6n5yS1NVk1Pa79eZqpVkZNoO82fRQemscqFzAj3R8Wkwi0cmfTm5WrGKtUtUB/q5Ynra2WbVgVv9WBmBx34uLa4oVPzx9NM2BeLkmT6nvlN5k8drbgAVcMb6aSA96YtOQuTuip3p9wEZd3NLAu8n8d8N6q/dtXZ5of5q6XjHunHwf2uk++YCp5/6UXHyy8uOXYw4x8snDyCM8+O4szbT3mbrK/im+Of4Iu7pdcPeku38uaQ00stlb6DaNuk+t9/Gk6J8vBDjr218TsuHe/AoTEDTz/xKp75yNvi3z9u46/Oc/gtIt77t6Kiv6gxXhRJYDLtEhmeRovU4nYmUjjgFiOeen7H4PiQ0DBijJIgs/uyngpVXWaxqmJ+eTQh4j3OMme1SFPIDjJiD/5cirNyLD/ttv0q4A2mk2IVYim6JIYDUbiaYqudacKv8VSZ3OxU3gEjOLypUxVgjw1NuCTrHd5euEDtaAvDYsXDLceY/WkXl1xMPDh8bliEg8KGRvdHgtiNcAuTH2v8ct6lxXdgdSt1ERh+NhUT8Z6kPKs5Dhd1Noi4xo1XVqWht18WMM/fxJXxlVJ+SvSgw05VaMOhI8LJn8X4TW9q220vGPzKd7iYL6HEDsQRc6gUtHf1oaRS8zi7x/SB4O/OTGCqCBxBv+9aVboP4z2hsfPnp/GLM7HdNwLAr+PK5LeCpBMd/mtV6cZhm/7aV7gkomv30YEA8NeQ+1r8Y5JI4BX3l0yRUEF7T48InSlkJvaOfmv4uRyEnEG8+3VXvMu1jXS9gy7hTmUmsFf4W8Jfv5gRMDH0tjdLYrcV6cW7SZs+jfN7FfgVs62hU7XzOFTqFSpLnQ9GBrO852+QCmP4iza5pEwaS5epdbpVXpRq5hbvlP8iI5dHmbAFGRTuGxrj90uGlBH+kXfA3whvZjnoQLjlqLTVsluwzNGErOPI2WSam4nn7fKHrA7c4VtP9n8qrCZeDFn+twAAAABJRU5ErkJggg==) is slightly better on model 1, however, the ![Adjusted R-Squared](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAApCAYAAABDV7v1AAAFFElEQVRYCe1YX2hbZRT/VbZdIcqW6RUhhMIK9iG4oCvStVaNHWWsElYfLCsGH+JD81DUiiAB26c+5GVTrBCF5SUD19pCZGutZVG32dXBWsmstBPrpK2Q9SGZLIUbEH5y/+YmuUk6lzQdeF/u+b57vnN+99zv/M75bgNJ4iG4HnkIMCoQ/wda7S+1KyK6tTKOwNGn8FhDAxoaHsWBZzrx/vgKtsxvKydTPS8pEWKLAMImsrGxkaINcnITENgSSlDSwKGeIMlVjnqa6R9bZkYHIq3zh2ALBQVsE4dvqA/qC3TlUw6GV3WIpvsqR9vVyHrCa8p8fYGaoBWKSyG3sgW80ZTyaFckkzln8uV2dLXZlak9+Q92yyiNn+cSsPti6DukYSoM+a4YL4XoFn2MJXNoyuxRiRO9OlWUvgv7HWxs9XIoco23jdTNObh/aZVhj4M+M0q5HylvSGLqlwh7xBxQe2DW4LbM5jIvjb7BZpkHAQqOboYTOvOVt2z9VGIi1E3/xLrhQ9erAFRVS4y4DBL2xYqBZGYDFBXeA9EU5Hyxiu6v7D0ZG+Sb4RzJm5W3BXQ+6NSAeqmxhdkGySWG3HrUBVq9TMGComEy1s+Tp61BysrboKd1JObX1dTznMDLKlsU0IMLzYf1qSxu3vpdH2zjnsXGZAD9fwRw/r3DEPJWbGHx47dxZgGoTE/py5j+Xl3tPv4inHmG9EEa9/7WZWDv3spmVe0sbn7uxbF3rmPf09+g+ZOcDVn6524Sfz35IW68K2dAhUuK+bS662RwvoSyFKNPSyggV59LaBvTS6f1mq5vm+K7O7Sk6FcEGh+wq/tT8NEij0hKTIyo5U7JfG+UJvozQD2oUAHoPINO7S29UapV1+xS4m/RHiPjBYc/j6TNmg8qlwcqVwiNdlrO3DJ8SakNLl+LcLDDoW0LgY7uEK/WIpSa17JA18IejZZsFBtF2nSu1O6Co4Onhj5jfLkqJckIhJVQBmiKUa/22Z1BGnm0FqZHB+qLFVUQKyfVmCsN1JTJ9oG4yVeuqUXJBDOpV0ksTfhzcVzMqrzW8cJzJoI7hFe8bnWcHcfkjKZk0qiFWBLoT/EY0opHD04UlCNXdx9UqFlc/PYKdgJqCaC/4sqUVjZdx3C0sBy5utGnBTV9/gLmahHCApvWQNd/xExC1bS/2gqjjBuLXeg82aSO0ucQ+854UDPBEmj68jTU8i7gtc52S+dHjvdqdT+NczuBtDgpU/yyR6jQ1smrTFXLHuDsf+xBc/4zXB7rZ6toU3zbnh3kdETtM+QjczE9maoR3CGqLUHOnFnK9amge6R0L2leYyknr3K4zUaIXQxdus0MJa6P9VIU5IC5KfclJqAZbi6O0d+sRxOE0MKRuQ2mSkUrPkC7Ua1Edg1f4OLmfVYpKcFQi0AUHOYoTbBXtq0VGxVoYoQuw2Fxq6W/VXE04hywF+s7S/aDhRZSnPKLBET6pwpanlSUXvkc5p9SFpkiWmik9mNpPsgmGYxVa6h9Lf1PSR2BSoz55G1mZ6AoEyXOBuQ+2EPt15N5j9Y+gvke9G3Ty4mCHJASI2p7aUpmSx61JM6qT97DXaVG78Me84nuztcIfjCOJABn90twbW0pP3TrCPRxHFBOtDOYnNxAFlv4Mz6Kj756Am+9fhB3ALQ9fxCRoS+wKjcT+Z9jZ0fJ2UEe2S/vUxvF1n5GFtQjwtrZLgqw0XXqLBc0tmuQoVX9q9bA4L/BfDbFUD8kwQAAAABJRU5ErkJggg==) is slightly better on model 2. The P-value on the second model is lower than that of the first model, meaning more significance in theory. The beta test on the cylinder variable in the second model summary is outside of our desired range by quite a bit more than either axle ratio or axle ratio to weight in the first model. With all of that said, there seems to be more of a skew on the residual vs fitted scatter plot for the second model. I am unsure which of these factors is more critical than the others if at all, but my instincts are telling me that the model using cylinders is likely to be *more* accurate in predicting MPG than the model using gear ratios. Both models have variables that do not seem to fit the significance thresholds. With real-world experience in high horsepower cars, some very high horsepower 6-cylinder cars get great gas mileage for what they are, while their high horsepower v8/v10/v12 counterparts get dismal mileage, at best (see average MPG of any dodge 8-cylinder car). With all of these things said, I would like to eventually test and see whether or not the inclusion of *both* cylinders and axle ratios wouldn’t build a better model. Hopefully, one of these models or a distilled version could be used for reduction in emissions or better fuel efficiency for manufacturers, or profits. Marketing campaigns for automakers like to focus on miles per gallon so having a predictive model that can help vehicle designs to be efficient *before* they come off the finish line may help to improve profit ratios.